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synopsis 
A systematic procedure was developed for selecting the type of reactors or a reactor 

system configuration for polymerization reactions. Two different mechanisms were in- 
vestigated, and the “best” reactor system to give the desired quality of the product was 
determined using a systems synthesis technique. The behavior of the system in the 
neighborhood of the optimal solution was explored, and the effect of variation in the rate 
constants and the initial concentrations of the catalyst and the monomer on the optimal 
reactor system was examined. Recycle streams were introduced and their effect on the 
system performance was investigated, and finally the applicability of the systems synthe- 
sis technique to other polymer reactor design problems was discussed. 

INTRODUCTION 
Many continuous processes for bulk-polymerizing styrene have been de- 

veloped in recent years. One of the first continuous processes for mass or 
bulk polymerization of styrene was developed by the German plastic indus- 
try’ and is schematically represented in Figure 1. In  this process the sty- 
rene monomer is continuously fed into a tank-type reactor (prepolymerizer) 
and prepolymerized to the extent of about 30-35% conversion. From the 
prepolymerizer the intermediate product is fed continuously to  a tower poly- 
merizer in which the temperature is gradually increased from the entrance to  
the exit to  reach a conversion level in the range of 95-100%. The final 
product is extruded, cooled, and ground. This work explores this process, 
its advantages, and the optimality of the reactor configuration. 

While continuous processes have also been developed for solution, emul- 
sion, and suspension polymerization of styrene, mass or bulk polymeriza- 
tion of pure styrene appears to be the simplest process yielding the product 
with the minimum contamination. However, due to the highly exothermic 
nature of the radical chain polymerization of styrene, its high activation 
energy and the tendency to  form gel make the heat dissipation a very diffi- 
cult problem. This, coupled with the increase in viscosity, renders bulk 
polymerization a cumbersome process to control and may in extreme cases 
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Stlmd bnk reactor 
( prepoiymerizotion) 

Fig. 1. The German tower process for the polymerization of styrene. 

lead to “runaway reactions” or degradation and discoloration of the poly- 
mer. The possibility also exists that the molecular weight distribution may 
be affected owing to chain transfer to  the polymer in an uncontrolled bulk 

Recent advances in control theory, computer applications, chemical 
instrumentation, and basic understanding of polymer process- have made 
it possible to develop sophisticated control loops for mass or bulk polymer- 
izations and most of the problems encountered in this type of polymerization 
can now be handled. It has been reported2 that the bulk polymerization 
processes may stage a “drastic comeback” in the near future. It is possible 
to  reach almost 9&100% conversion in bulk polymerization, and this re- 
duces or eliminates the necessity for purification and extraction. 

Interestingly, all the continuous processes developed so far for bulk or 
solution polymerization are of the stagewise configurations to circumvent 
the heat dissipation problem. Generally, the preliminary stage is a tank- 
type reactor (CSTR) which is well stirred, and the final stage is a tubular or 
tower-type reactor (plug flow reactor). It appears that conventionally the 
types of reactors and the mode of their interconnection have been arbitrarily 
or empirically determined. The types of 
polymerization reactors and the rcactor system configuration or arrange- 
ment can significantly influence the conversion and exit molecular weight 
distribution of the product polymcr. Hence, a definite need exists for a 
systematic procedure for selecting the types of reactors and the reactor sys- 
tem configuration which optimizes the desired conversion and the desired 
quality of product. A nonlinear process system synthesis technique which 
can be used to optimize not only the system performance but also the sys- 

. polymerization. 

This is not always desirable. 
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tem configuration or structure is presented in this paper. This technique 
is briefly described below under “Systems Synthesis Technique.” 

It has been well established that the plug flow or batch reactor yields 
higher conversion than the tank-type reactor for many polymerization 
mechanisms. This implies that, from the standpoint of maximizing conver- 
sion alone, a plug flow (or batch) reactor is the best. One of the frequently 
used mechanisms of polymerization can be written as follows (Mechanism 
I) : 

kd 
M - PI- initiation 

kP 
M + P j -  P,+,- propagation 

kr 
M + Pj. - Pj+l* termination (monomer termination) 

Calculation of conversion, molecular weight distributions, and the cor- 
responding moments for batch and continuous polymerizations obeying the 
above mentioned mechanism has been shown to be s t ra ightfor~ard.~.~ Liu 
and Amundson3 have demonstrated that for this mechanism a plug flow (or 
batch) reactor yields higher conversion than a CSTR of identical volume. 
Molecular weight distributions (MWD) of the product polymers from these 
two reactors can be easily calculated, and the MWD of the polymer from 
the plug flow reactor can be shown to be always narrower than the AIWD 
from the CSTR of identical volume (Fig. 2). If it is desired to produce a 
polymer with the narrowest MWD possible and at  the same time increase 
the monomer conversion, the plug flow reactor would be the logical choice 
for Mechanism I (in this work the variance of the MWD is used as a mea- 
sure of the “spread” of the MWD). 

Fig. 2. Variances of MWD in CSTlt and Plug flow reactors for mechanism 1. 
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If the termination mechanism is changed (from monomer termination to 
combination termination), 

kd 
M - PI- initiation 

kP 
P I .  + M - Pj+l- propagation 

P,. + P j .  - Pi+l* termination (combination termination) 
k I’ 

to  obtain a different polymerization sequence (Mechanism II), thc choice 
of the reactor becomes more difficult to make.6 The plug flow reactor, 
again, yields a higher conversion than the stirred tank reactor; but a nar- 
rower MWD and hence a lower variance is obtained in the CSTR.6 This 
gives rise t.0 the problem of optimally selecting and determining the types 
of reactors and their arrangement because the plug flow reactor yields a 
higher conversion than the CSTR, but the CSTR produces a polymer with 
narrower MWD. 

As many physical properties of a polymer are dircctly related to its 
MWD, it is necessary that any process developed for polymerization must 
yield a product with a MWD as close to  the specification as possible. But 
one cannot ignore conversion of the monomer because the higher the conver- 
sion, the lower the cost of purification and extraction and the higher the 
productivity of the reactor. This leads to the reactor and configuration 
selection problem without even introducing the temperature. 

The problem investigated in this research is concerned with optimal de- 
sign and selection of the reactor system to produce the desired quality of 
the polymer. It was assumed that the desired polymer product should 
have a MWD with a fixed mean, the variance of the MWD should be as 
small as possible, and monomer conversion should be as large as possible. 
These three variables are simultaneously optimized in this study. 

It was assumed that all reactors in the system were maintained at one 
constant temperature. Since introduction of the temperature as a decision 
variable increases considerably the difficulty of the problem, this will be 
considered in a later publication. It should be noted that in this study, the 
chain transfer to  the monomer and the gel effect which results from the dif- 
fusion control of termination reaction are not included in the model. These 
effects are, however, considered in a later publication (part I1 of this work). 
Under these assumptions, an objective function was formulated, minimiza- 
tion of which led to improvement in the product quality and in the reactor 
system productivity (as measured by conversion). The techniques used for 
formulating the objective function and for affecting the minimization are 
discussed next. 

THE SYSTEM SYNTHESIS TECHNIQUE 

A system is composed of a set of elements (subsystems) which are de- 
signed and connected to perform the necessary tasks imposed on the system. 
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The way in which the subsystems are connected to  form the system is called 
the system structure. In system synthesis, one determines the optimal 
system structure and the subsystem performance simultaneously from a 
large number of possible system structures and subsystem performances. 
Thus, optimization is an essential part of systems synthesis.'-" 

Rudd and his co-~orkers*~~ have developed several methods for systems 
synthesis by utilizing an approximate objective function in the function 
space of dynamic programming, a heuristic approach and the branch and 
bound method. These approaches involved solution of mathematical 
problems written in the form of a combinatorial problem which requires one 
to  find the best combination among all the possible combinations of' sub- 
systems to determine the systems structure. Ichikawa and his co-work- 
ers7J1Jz avoided these difficulties by formulating the system synthesis 
problem in the Euclidian space and utilizing one of the conventional opti- 
mization methods. This method, which is a structural parameter approach 
was used in this investigation. 

One can write an input-output relation for the i th subsystem as follows 
(Fig. 3a): 

Y t  = & ( Z t , d f )  i = 1, 2, . . . N (1) 

in which xf  = input vector = [%*I, zt2, . . . z ~ ~ ] ,  yt  = output vector = 
[ytl, ye, . . . yf,], and d f  = decision vector in the design of the i th subsystem. 
For a so-called homogeneous system, all the subsystem performance equa- 
tions, 4f ,  i = l, 2, . . . N in eq. (l), are identical. On the other hand, for 
heterogeneous systems, a t  least one of the equations is different from the 

(b) 

the system with N subsystems. 
Fig. 3(s). Schematic represent,ation of the subsystem i. (b) Schematic representation of 
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rest. Several constraints can be imposed on these subsystems; thesc can 
be expressed as 

These constraints usually imply physical limitations on the system or on 
the variables. Nonnegativeness of the monomer concentrations and an u p  
per bound for the temperature are some examples of such constraints. In 
the approach suggested by Ichikawa and his c o - w o r k e r ~ , ~ , ~ ~ , ~ ~  the process 
system with N subsystems is considered to  have an input vector x1 and an 
output vector yN with structural parameters aij)s representing the fraction 
of the output of thejth subsystem, yj, fed to  the subsystem i (Fig. 3b). For 
a system with N subsystems, the relationships between xi, yi, and a can be 
expressed in terms of a system matrix: 

X N  

It can be seen from eq. (3) and Figure 4 that these parameters do character- 
ize the structure of the system and that the a-matrix serves as the necessary 
and sufficient condition to  determine the system structure. The input 

ON1 

Q2N-I 

Fig. 4. Schematic diagram of a system with N subsystems showing the a parameters. 
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stream to the i th  subsystem can now be expressed by using eq. (3) in the 
form 

Xf = c a t j g j  i = 1,  2, . . . N (4) 
i 

As dtj’s are parameters related to  the stream z f  (Fig. 4), the following rela- 
tions must be valid for a’s: 

c “ f j  = 1.0 j = 1 , 2 ,  . . . N 
I 

Thc desired outcome of the process is now written in terms of an objectivc 
function which is 

The overall system synthesis problem for minimization of J, therefore, con- 
sists of minimizing eq. (7) subject to constraints of eqs. (I), (2) ,  (4), (5),  and 
(6). Thus, by using the a-matrix, the combinatorial problem in function 
space can be transformed into the ordinary Euclidian space optimization 
problem. It may be possiblc to  preassign or fix some of the a-parameters 
based on the designer’s experience to  reduce the dimensionality of the prob- 
lem. 

MATHEMATICAL MODEL FOR POLYMERIZATION 
REACTOR SYSTEM 

The system which was considered is shown schematically in Figure 5. 
The two reactors in this figure are a CSTR and a PFR. Depending on the 
afj values, the system covers all possible ways in which a CSTR and a PFR 
can be connected (Fig. 5).  The total volume of the system (V,) was as- 

O41 6 
1 1 

1 I 

Fig. 5. Process variables at various points in the system (i = 0, 1, 2). 
ozs F, 
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sumed to  be known, and the fraction of this volume to bo apportioned to 
each reactor was determined by process systems synthesis. 

Kinetic Model 

The first step in modeling continuous polymerization reactors is to under- 
stand the mechanism of polymerization and to derive the corresponding 
batch kinetic expressions. In the current investigation, the following batch 
kinetic model developed by Katz and SaidelI2 was used: 

kd 
I 2R. 

This mechanism is very similar to the one presented earlier (Mechanism II), 
the only apparent difference being the initiation step. The one-step initia- 
tion step is replaced by a two-step sequence to  include the concentration of 
the initiator in the model. The batch kinetic expressions for this model 
arex2 (in deriving this model it was assumed that monomer consumed by 
initiation step is negligible compared to  the monomer consumed by propaga- 
tion reaction) 

M(0) = Mo 

- = kk,MX(’-’) - k,’X(o)X(’) X(k)(0) = 0 k = 1, 2, . . . (11) 
dXck) 

dt 

In these equations, I = concentration of the initiator, k, = initiation rate 
constant, M = concentration of the monomer, k, = propagation rate con- 
stant, k,’ = termination rate constant, = kth moment for the active 
polymer distribution, andp(”) = kth moment for the dead polymer distribu- 
tion. The moments are defined as 

~ ( ~ ) ( t )  = Jo jkP.(j,t)dj (13) 
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and 

where j is the chain length, and P ’  ( j , t )  and P*(j , t )  are the size distributions 
of the active polymer and the dead polymer, respectively. In this paper, the 
generic name MWD is used to  refer to these size distributions, although 
these size distributions have sometimes been called chain length distribu- 
tions. 

Material Balanees 

In Figure 5, DI, 9, and D3 represent the distributors; C2, C3, and C4 
represent the mixers; and & and R3 represent the reactors. Nine different 
process variables were considered in formulating the objective function; 
these were I ,  Values of 
these process variables at various points in the system are shown in Figure 5. 

A4aterial balance equations can be written at each mixing point (mixers). 
These are 
At mixer C2: 

M ,  A(’), X ( 2 ) ,  p(O), p ( l ) ,  ~ ( ( 2 ) ~  and flow rate F. 

F2 = a2iFi + a22F2 + a2uzaFa 

F2Iz = a2iFiIi + C Y ~ ~ F ~ I C ~  + azsFJpe 

F2M2 = a2iFiMi + a22F2Mce + a2aFaMpe 

(15) 

(16) 

(17) 
F2X2”) = a21F1Xl(’) + a22F2hce(’) + ff23F&pe(’) k = 0, 1, 2 (18) 

F2/.~2(’) = CY~~FI /L~”)  + C Y ~ ~ F ~ / J ~ ~ ( ’ )  + k = 0, 1, 2 (19) 

At mixer C3: 

F3 = ad’i + m2F2 + ad73 

FJ3 = a3iFiIi + a32F21CS + aaaFJpe 

F3M3 = (~11iFiMi + a32F2McC + ad’aMpC 

(20) 

(21) 

(22) 

F3X3‘” = (~31FiXl(’) + C Y ~ ~ F ~ X ~ ~ ( ’ )  + a33F3Xpe(’) 

F3p.3”) = (~31F1/.ti(’) + 032F2pce(’) + ~~33F3p,,(’) 

k = 0, 1, 2 

k = 0, 1, 2 

(23) 

(24) 

At mixer C4: 

F4 = ff41Fi + a42F2 + a43F3 

FJ4 = a4iFiIi + a42F21CS + auF3Ipe 

F4M4 = a41FiMi + a42F2Mce + a43F3MIe 

(25) 

(26) 

(27) 

FdX4“) = (Y41FlXI(’) + C Y ~ ~ F ~ X ~ ~ ( ’ )  + a43F3Xpe(’) 

F**(‘) = ff4lFljtl(’) + CX~~F~/.L,(’) + ~~43F3p,,(’) 

k = 0, 1, 2 

k = 0, 1, 2 

(28) 

(29) 
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in which Ipe,  Mpe, Ape(", andpp,(k) = process variables at the exit of the plug 
flow reactor, and I,", M,", A c e ( k ) ,  and pee(') = process variables a t  the exit of 
the stirred tank reactor. Moments from two different populations can be 
added as was done in these material balance equations if the populations 
have identical distributions. l 3  

To determine the fraction of the total volume to  be allocated to the plug 
flow reactor (PFR), decision variable q was defined as follows: 

VPLUG 
VT t = -  

and therefore 

1 - q = -  VCSTR 
V T  

The performance of each polymerization reactor depends on the mean resi- 
dence time of the process fluid in the reactor; the residence time in the 
CSTR is 

v CSTR 
TCSTR = - 

FZ 
and in the plug flow reactor is 

VPLUG 
Fa 

TPLUG = -----* (33) 

Subsystems Performance 
The performance equations for the subsystems Rz and R3 can be easily 

written by taking a material balance for eachof the process variables. Since 
the system was assumed to be under a steady-state condition, the flow rate 
remained constant in the system, and no accumulation took place in the 
subsystems and the system. The other process variables, however, changed 
only as functions of the position in the system because polymerization oc- 
curred in the reactors. Balances for I ,  M, A@),  A(1), A(z), p @ ) ,  p( ' ) ,  and p(2)  
around the CSTR are 

FzI2 - FzI," - k d I / V c s T R  = O (34) 
or 

or 
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or 

or 

or 

or 

or 

or 

(39) 

p , ( 2 )  = + TcsTRkr'[Xce(o)Xm(2) + Xce(l)Xce(')]. 

Exit concentrations from the plug flow reactor could be calculated by inte- 
grating the differential eqs. (8) through (12) with the initial conditions given 
by eq. (42): 

I(0) = I3 

X(O)(O) = &(O) 

M(0)  = Ma 
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Equation (8) can also be solved analytically with the initial condition given 
in eq. (42) to yield the exit concentration of the initiator. The solution is 

(43) I,e = I -'dTPLUG 
36 

It is clear that eqs. (15) through (42) completely describe the system under 
investigation. The system consists of seven decision variables (q ,  azl, 
a 3 2 ,  a31, a 3 3 ,  a239 and ~ Z Z )  and nine state variables (F;  M; I ;  A(*), i = 0,1,2; 
andp(", i = 0,1,2). 

Weighting Factors 

It is apparent from the section on "Systems Synthesis Technique" that 
the appropriate objective function for optimization of the system to be syn- 
thesized was of the form 

J = (WI)M~ + ( W z ) ( u 4  - Ud)' + ( W 3 ) ( A 4  - Ad)' (44) 
in which M 4  = exit monomer concentration, u4 = standard deviation of the 
exit RIIWD, A4 = mean of the exit RIIWD, Qd = desired standard deviation 
of the exit MWD, Ad = desired mean of the exit RIIWD, and WI, Wz, and W3 

= weighting factors. Minimization of this objective function could force 
the mean of the MWD to approach Ad, the variance to Ud, and maximize 
the conversion (by minimizing the exit monomer concentration). It should 
be noted here that nominal values of the weighting factors (W1, Wz, and W3) 
not only could make each of the threc terms in the objective function ap- 
proximately the same order of magnitude but also could unify the dimen- 
sions of these terms. By changing the weighting factora appropriately 
about their nominal values, it was possible to make any of the three terms 
that make up the objective function dominate the other two terms. For ex- 
ample, if W1 was increased to about 100 times the nominal value, the conver- 
sion of the monomer dominates the other two terms and the optimal design 
obtained favored higher conversion from the system. 

Once the moments of active and dead polymer radicals are determined 
the mean and variance of the MWD can be calculated from the following 
equations: 

COMPUTATIONAL 

In essence the original systems synthesis problem was recast into a non- 
linear optimization problem by employing the structural parameter method, 
in which values of 7 and a12 were to be found to minimize J .  In carryiing 
out this optimization, certain simplications could be made in the structure 
based on past experience. The fraction of the feed bypassing both the 
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reactors, all, was assumed to be zero. Recycling over a well-stirred tank 
reactor does not increase its productivity, and, therefore, a 2 2  was set equal 
to zero, The optimization problem was made very complex because of 
recycles ( f f 2 3  and a33) from the plug flow reactor. It would involve a two- 
level search: (i) to determine the values of process variables to satisfy the 
material balance equations, and (ii) to determine the values of the decision 
variables 7, a p I 1  and a37 to “optimize” the system. This two-level search 
would consume a lot of computational time. Because of these reasons, 
recycles from the plug flow reactor were assumed to be zero. In summary, 
the following structural parameters vanished : 

and the system simplified to  the one shown in Figure 6. 
putational scheme wgs used for this problem: 

tal volume Vtotal; also selcvt the process variables in feed, MI, AI(O), 

The following com- 

(i) Select appropriate values for the rate constants kd, k,, and kt‘ and to- 

c c l ( O ) ,  c c ~ ( l ) ,  c c ~ ( ~ ) ,  11, and the feed flow rate Fl. 
(ii) Choose initial estimates of 9, a21, f f 3 2  (only three decision variables are 

left after simplification). 
(iii) Solve eqs. (15), (20), and (25) and determine Fz, Fa, and F4. Check 

if F4 is equal to  Fl. 
(iv) Solve eqs. (16), (21), (26), (34), and (43) t o  find values for 1 2 , 1 3 ,  I / ,  

and Ipe .  
(v) Solve eqs. (8)-(12), (17), (18), (19), (22)-(24), (27)-(29), and (30)- 

(42) simultaneously to  determine the remaining processvariables. 
(vi) Determine the objective function J2 by choosing appropriate 

weights. 
(vii) Check if the objective function has reached the minimum. If not, 

use the simplex pattern search to  improve the estimates of I ] ,  a21, and wz 
(for description of this direct search technique, the readers are referred to 
the existing Iiteraturel4.l5), return to  step (iii), and repeat the calculations. 

O316 

I I 

0, F2 

Fig. 6. Simplified system diagram. 
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(viii) Stop the computations when the minimum is reached, and print out 
the results. 

It should be noted here that for steps (iii) and (iv), an IBM subroutine 
SIMQ was used; and for solving the differential equations, subroutine 
RKGS was used. The two-level search was avoided as the recycle streams 
(az3 and aa3) from the plug flow reactor were omitted from the analysis. 
Later in this publication, some of the results obtained through the multilevel 
search are presented. 

RESULTS AND DISCUSSION 

The rate constants uscd in this investigation and the other relevant data 
are presented in Table I. The nominal weighting factors used were 

w1= loo 
wz = 1.0~10-7 

w3 = 1.0~10-4 (48) 

The desired mean of the exit MWD was assumed to be 1500.0, and the de- 
sired variance (square of the standard deviation c d )  was assumed to be zero. 
With these values for Ad and c d ,  the objective function J of eq. (44) can be 
written as 

J' = 100M4 + 1.0 X IO-'U~' + 1.0 X - 1500.0)2 (44') 

It was advisable to carefully select the initial estimates of the decision 
variables to avoid lengthy computational times. As all three decision vari- 
ables were in the range of 0 to 1, this selection was not difficult. A large 
number of simulation results was obtained, and the results are shown in 
Table 11. It can be seen that increasing the flow into the CSTR (results 5 
and 7) reduced the conversion, increased the variance, and increased the 
mean of the MWD. The objective function increased considerably from 
7.57 to 32.14. Increasing the fraction flowing into the plug flow reactor 
(results 2 to 6) increased the conversion and decreased the mean of the 

TABLE I 
Parameter Values Chosen for Computation 

~~ 

Parameters 

Initiation constant 
Propagation constant 
Termination constant 
Total volume 
Inlet flow rate 
Inlet monomer 
Inlet moments of active polymer 
Initial moments of dead polymer 
Inlet catalyst 

Value 

1 .o 
1.ox106 
l.OXlO@ 
50 liters 
100 liters/hr 
1 .0  gmoles/l. 
0.0 
0.0 
1. Ox 10-3 gmoles/l. 
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MWD. Eliminating the plug flow reactor completely (results 6 and 11) re- 
duced the variance, reduced mean of the MWD, and reduced the conversion. 
The decision variables from the sixth simulation (7 = 0.600, crzl = 0.318 
and ff32 = 1.00) were chosen as the initial estimates, and the objective func- 
tion of eq. (44’) was minimized. The optimum values are also shown in 
Table 11. In practic%al situations, ff32 may be taken as 1.0 instead of 0.968, 
for this change would not affect the optimal results significantly. 

Initially, the weighting factors were chosen so that each of the three 
terms making up the objective function contributes approximately equally. 
If W1 was reduced to 10.0, the contribution from the conversion term be- 
comes less significant and the objective function changed to  

J” = 1o.ohf4 + ~ . O X ~ O - ’ U ~ ~  + l.OXlO-‘(A4 - 1500.0)2. (44”) 

The objective function could be recalculated in the same simulation run 
(the other results of course remain identical to  onea obtained for Wl = 100.0 
as far as simulation is concerned). The values of these objective functions 
are shown in Table 111. Unlike the previous case (W, = 100.0), an increase 
in ff32 resulted in an increase of objective function. Increasing the size of 
the plug flow reactor reduced the objective function for low values of 7, but 
the objective function increased as 7 changed from 0.40 to 1.0. Optimal re- 
sults for this case are also presented in Table 111. The significance of the 
variance term could be further increased if W2 was changed to 1.0 X 
this made the objective function 

J f l l  = 1O.OM4 4- 1.0X10-6~42 + 1.0X10-4(A4 - 1500.0)2. (44’”) 

Simulation iesults for this case (WI = 10.0, W2 = and W3 = 10-3 
are reported in Table IV. For this case, an increase in aZl increased the ob- 
jective function considerably, indicating that a low value of aZl is desirable. 
Again, optimal results for this case are also presented in Table IV. 

TABLE I11 
Simulation Results for Wl = 10.0, W2 = 10-7, and W, = 10-4 

Objective 
No. 9 ff2l 4 3 9  function 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
Opt. point 

0.600 
0.600 
0.600 
0.600 
0.600 
0.318 
0.400 
0.100 
0.100 
0.400 
0.100 
0.400 

0.318 
0.318 
0.318 
0.800 
0.318 
0.318 
0.400 
0.318 
0.600 
0.400 
0.400 
0.600 

0.600 
1.OOO 
0.800 
0.800 
0.318 
0.318 
0.400 
1.00 
1.00 
1 .OO 
1.00 
0.275 

1.332 
2.02 
1.494 
15.45 
1.294 
2.721 
1.400 
5.346 
2.18 
1.43 
2.87 
1.262 
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TABLE IV 
Simulation Results for FVI = 10.0. WS = lo-'. and FV3 = lo-' 

3117 

Objective 
No. 1) ff21 a 3 2  function 

1 
2 
3 
4 
5 
6 
7 
Opt. point 

0.600 
0.600 
0.600 
0.600 
0.510 
0.600 
0.318 
0.294 

0.318 
0.318 
0.318 
0.800 
0.318 
0.318 
0.318 
0.336 

0.600 
1.00 
0.800 
0.800 
0.318 
0.318 
0.318 
0.704 

4.58 
5.130 
4.64 
20.73 
4.61 
4.71 
6.77 
4.560 - 

The optimal results of all three cases are compared in Table V. It can 
be seen that the selection of the reactor system for polymerization depends 
on the weighting factors used in the objective function. As a CSTR pro- 
duces a polymer with a low variance in comparison with a PFR, increasing 
the weighting factor for u2 increased the residence time for the CSTR. On 
the other hand, if the weighting factor for monomer conversion was in- 
creased, a higher holding time was obtained for the plug flow reactor. If 
the terms related to MWD (mean and variance) were omitted from the ob- 
jective function, only a plug flow reactor of volume VT was best suited. In 
the foregoing system synthesis, the values of rate constants and the initial 
(feed) concentrations were assumed to be constant. The effect of varying 
some of these parameters on the optimality was also examined in this 
investigation. The results of such examination can be used to determine 
the sensitivity of the optimal solution with respect to these parameters. 

Effect of Variation in the Rate Constants 

Weighting factors of the last case reported (W, = 10.0, W2 = and 
W3 = were used for exploring the performance of the system near the 
optimal point. The effect of variation in kd on the system performance is 
shown in Figure 7. This variation may be caused by a change in tempera- 
ture, a change in the nature of the catalyst, or any other means. It can be 
seen that the objective function decreased as kd increased and reached a 
minimum at  kd = 1.0. The effect of increasing k, was to  reduce the vari- 
ance of the MWD and the monomer concentration in the exit stream, but 
this increase in k d  caused the absolute difference between the mean of the 
exit MWD and 1500.0 (the desired mean of the exit MWD) to exhibit a min- 
imum. The effect of variation in k,, the propagation constant, was also 
investigated and the results are presented in Figure 8. A low value of k, 
yielded the product, polymer with a very low variance but reduced the con- 
version, and the exit of the mean of the MWD fell far below the desired 
value of 1500.0. This rendered the value of the objective function very 
high. Increasing the k, value increased the variance and the mean of the 
MWD, but reduced the monomer concentration; the net effect was a re- 
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Fig. 7. Effect 

I .Of 

h 
0 0.8f 
X 

f! 
3 p 0.a 

kd 

, of ka on process variables at the optimal point r)  = 0.294, a 2 1  = 
aat = 0.704. 

lo3 lo5 lo' 

kP 

0.336, and 

!O.O 

16.0 

120 

80 

4.0 

Fig. 8. Effect of k, on the process variables for the optimal solution = 0.294, a 2 1  = 
0.336, and a a z  = 0.704. 
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duction in the objective function. A minimum value of J'" was obtained 
for k, = lo6; any increases beyond this again increased the objective func- 
tion. Reduction in the value of the termination (Fig. 9) constant, lc,', 
reduced the rate at which the polymer radicals combine with the monomer; 
this increased the conversion. Increasing k,' (say, from lo3 to  lo5) in- 
creased the variance of the MWD and reduced the conversion; both are un- 
desirable. But this increase in k,' caused a reduction in the objective func- 
tion as the mean of the MWD moved closer to  1500.0. Further increase in 
k,' from lo5, however, reduced the variance and the mean of the MWD. 

0.8 - 

to3 10' d d 0' 

k:, the termination constant 
Fig. 9. Effect of kt, on the optimal solution, r)  = 0.294, US = 0.330, a m  = 0.704. 

In fact, both the variance and the mean reached maxima around lo6. The 
monomer concentration increased, which is equivalent t o  a reduction in 
conversion. The objective function became a minimum around a k,' 
value of 4.0X105. Polymer with narrower MWD was obtained for k,' 
values of 10' and higher, but such high values of the termination rate con- 
stant yielded very low conversions and very low values of the mean of the 
MWD. It should, however, be emphasized that the previous analysis was 
carried out only to explore the sensitivity of the system around the optimal 
point. 
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Effect of Variation in Initial Concentrations 

The effect of variation in initial concentrations I l  and Ml was also ex- 
amined in this work. These results are presented in Tables VI and VII. 
The conversion of monomer at  the optimal solution was independent of the 
monomer concentration. The conversion remained unchanged for all feed 
monomer concentrations. Reducing the feed monomer reduced the mean 
and variance of the NIWD; the mean was reduced proportionately. Chang- 
ing M I  from 1.0 to 0.01 changed the mean from 1462.5 to  14.62. For the 
same change in M I ,  however, the variance dropped from O.16X1O7 to  
0.16X103, that is, the variance changed parabolically. Table VI sum- 
marizes these results. Increasing I, however, increased the conversion and 
reduced the mean and variance of the MWD. A low value of lo-' for Il  
produced a polymer with a high average molecular weight and a high vari- 
ance (mean 49,872.5, variance 0.379 X lolo) but yielded a low conversion of 
monomer. These results are presented in Table VII. 

TABLE VI 
Effect of MI on Optimal Solution 7 = 0.294, a 2  = 0.336, aae = 0.704 

~ ~ ~~ 

0.01 220.64 14.62 O.165X1O3 0.000773 0.167X10-3 
0.10 183.37 146.2 0.165X106 0.00773 0.167 x lo-* 
1.00 4.56 1462.5 0.165X107 0.0773 0.167 x lo-' 

TABLE VII 
Effect of I1 on Optimal Solution B = 0.294, a21 = 0.336, wz = 0.704 

10-7 239,782 49,872.0 0.43X10' 0.335 0.167 X lo1 
10- 166,281 41 , 845.0 0.24X lo3  0.3231 0.167X10-6 

48 , 329 23,222 O.738X1O4 0.280 0.167 X 
10-4 3,894 7 , 654 0.618 X 10 0.1860 0.167 X 
10-3 4.56 1,462.0 0.16 0.0773 0.167X10-' 
10 --I 172.92 185.2 0.408 X lo-* 0.01839 0.167 X lo-* 

EFFECT OF RECYCLE 

The recycles from the plug flow reactor (cu33F3 and a 2 3 F 3 )  were originally 
assumed to  be zero to  simplify the analysis. The results presented here 
were obtained by including the recycle stream in the systems synthesis rou- 
tine. Results of simulation in which a= and a 2 3  were varied from 0 to  1.0 
are presented first, and then the results of synthesis with recycles are 
presented. 

If recycles were not assumed to  be zero, the material balance equations 
could not be solved directly. A modified computational scheme was de- 
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vised for simulation and optimization of the system with recycle. The 
computational scheme used is as follows: 

(i) Assume a value for Mt. Integrate the plug flow equation .to obtain 
Mpe. 

(ii) Calculate Mz using eq. (19); noting that a22 = 0.0, calculate Mee 
using eq. (37). 

(iii) Check if these values of M satisfy eq. (24). If this equation is not 
satisfied, redefine the value of Ma and iterate until eq. (24) is satisfied. A 
golden section search (one-dimensional) routine was used as a root-finding 
routine to determine values of M which would satisfy eq. (24). 

(iv) If eq. (24) is satisfied, repeat similar searches for other variables, 

It should be noted here that equations for I, the initiator concentration, 
eqs. (18), (23), (28), (37) and (45), can be solved simultaneously in matrix 
terms for I,, It, and 1 4 ;  the solution is 

At(') mdps('), i = 0, 1,2. 

" .  

This scheme was used with the scheme described earlier for simulating the 
process system; at3 represents the fraction of the exit flow from the plug 
flow reactor which was fed back to  the same reactor. Any increase in ass 
(from a nominal value of zero) reduced the residence time in the plug flow 
reactor and, therefore, reduced the conversion of the monomer t o  polymer. 
Recycling, however, caused polymers of different chain lengths to intermix 
and grow further, thus reducing the variance of the molecular weight dis- 
tribution. Because of this intermix, the average molecular weight increased 
only slightly. Table VIII presents these results; ff23 represents the frac- 
tion of the exit flow from the plug flow reactor which was fed t o  the stirred 
tank reactor. Residence times in both the CSTR and the plug flow reactor 
were reduced when a 2 3  was increased from its nomimal value of zero. This 
increased the exit monomer concentration, lowering the conversion. An 
iucrease in aza also caused the variance to decrease, thus making the product 
more desirable. These results are shown in Table IX. 

Synthesis with Recycle 
This modified computational scheme was combined with the optimizing 

routine of the computational section (the simplex pattern search) to  deter- 
mine the optical structure when recycle loops were present in the system. 
Results of this optimization are presented in this section. 

It is apparent that high recycle flow rates are not advantageous because 
these increase the objective function considerably. The computational 
schemes of the computational section and the previous subsection could 
be coupled to include five decision variables (a21, ff32, a z a ,  a 3 3 ,  and 7) instead 
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of three ( ( ~ 2 1 ,  (Y32, and q) as used in the previous optimization. 
values chosen for these decision variables were 

The st,arting 

a 2 1  = 0.336 

C Y ~  = 0.704 

a 2 3  = 0.1 

a 3 3  = 0 . 2  

q = 0.594. 

The objective function of eq. (44”’) was minimized; the computation imes 
were almost 2-2.5 times the computational times for the case with three 
variables because of the two-level searchinvolved. However, no substantial 
improvement was found in the performance, and the final values for the 
decision variables obtained were 

( ~ 2 1  = 0.3374 

q = 0.594. 

The reduction in variance was offset by an increase in the exit monomer 
concentration. The objective function was reduced from 4.56 to  4.537. 
A low recycle, as was obtained in this synthesis, is very impractical to  main- 
tain and should be removed from the system in practice. It can be con- 
cluded, therefore, that for the problem under consideration recycle does not 
improve the performance and can be omitted from the analysis. Very low 
recycle flow rates were also obtained under the optimal conditions for the 
other two objective functions considered, eqs. (44‘) and (44“). This im- 
plies that the optimal structure contains no recycles. Results from this 
synthesis study are summarized in Table X. 

TABLE X 
Results of Optimization with Recycle 

Exit MWD 
Recycle Exit Objective Variance 

No. as 4 8 a  monomer function Mean X lo-’ 

1 
2 
3 
4 
5 
6 
7 
8 
OP. pt. 

0.1 
0.2 
0.1 
0.2 
0.05 
0.01 
0.002 
0.002 
0.0018 

0.1 
0.1 
0.2 
0.2 
0.05 
0.01 
0.005 
0.004 
0.004 

0.2478 
0.2486 
0.2573 
0.2622 
0.2345 
0.1841 
0.1358 
0.1238 
0.1235 

4.614 
4.638 
4.764 
4.815 
4.603 
4.585 
4.543 
4.537 
4.5368 

1469.5 
1478.0 
1473.8 
1491.8 
1465.0 
1464.8 
1463.3 
1463.0 
1462.6 

0.1534 
0.1485 
0.1506 
0.1398 
0.1568 
0.1596 
0.1618 
0.1638 
0.1641 
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CONCLUDING REMARKS 

A systematic procedure was developed for selecting the reactor system 
configuration for polymer processes. The procedure is fairly general and 
can be employed in a number of situations related to  the polymer industry. 
If the performance functions and economic data for two different types of 
polymer reactors (say, bulk and solution) are available, the synthesis tech- 
nique can be used t o  select the right type of processing units for a specific 
operation. In  selecting between the two types of polymerization processes, 
it may be necessary to include not only the reactors but also the separation 
unit, extraction unit, and other recovery units. 

In the investigation presented in this paper, the temperature effect was 
neglected. Temperature influences the system performance in many ways. 
An increase in temperature increases the rate constants and the rates of re- 
actions and thus produces additional products per unit time. As the poly- 
merization reactions are generally exothermic, an increase in the rate of re- 
action increases the amount of heat to  be removed to  maintain isothermal 
conditions and thus increases the coolant flow rate and area required for 
heat transfer. These temperature effects were neglected in this work but 
will be examined later (part 11). 

Additional effects due to  the diffusional control of termination pro- 
cesses16-18 and due to the chain transfer to the monomer can be incorporated 
in the model employed in the present work. These would relax some of the 
assumptions made in this work and change the system equations. Effects 
of these processes on the system performance is considered in part I1 of this 
paper. It is hoped that the technique presented in this paper would lead 
to  more systematic design and selection of polymerization reactor systems. 

CSTR 
di 
P 
Sr 
I 
J ,  J', J", J"' 
k, 
kr 
k, 
kt,  k,' 
M 
MWD 
N 
PFR 
Pj * 
pj* 
R .  

Nomenclature 

continuous stirred tank reactor 
decision variables for subsystem i 
flow rate of the processing fluid in the system 
constraints imposed on the system 
initiator concentration 
objective function to  be minimized as defined by eq. (44) 
rate constant for decomposition of the initiator 
rate constant for initiation 
rate constant for propagation 
rate constant for termination 
concentration of the monomer 
molecular weight distribution 
number of subsystems in the system 
plug flow reactor 
concentration of the active polymer of chain length j 
concentration of the dead polymer of chain length j 
intermediate in initiation step 
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t 
VCSTR 
V P L U G  

V T  

Wr 
xi 
Yr 

A 4  

A d  

TCSTR 

TPLUG 

‘Jd 

0 4  

t 

time 
volume of the stirred tank reactor 
volume of the plug flow reactor 
VPLUG + VCSTR 
weighting factors 
input vector for subsystem i 
output vector for subsystem i 
desired mean of the exit MWD 
actual mean of the exit MWD 
lcth moment of the active polymer chain length (size) dis- 

kth moment of the dead polymer chain length (size) dis- 

residence time in the plug flow reactor 
residence time in the stirred tank reactor 
desired standard deviation of the exit MWD 
actual standard deviation of the exit MWD 
fractional of the total volume apportioned to  the plug flow 

tribution 

tribution 

reactor 

Contribution No. 31 Agricultural Experiment Station, Kansas State University, Man- 
hattan, Kansas. 
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